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ABSTRACT 
In Ghana people who struggle to articulate speech as a result of 
different conditions experience barriers in interacting with others 
due to difficulties in being understood. Automatic speech recogni-
tion software can be used to help listeners understand people with 
communication difficulties. However, studies have not looked at the 
practical feasibility of these technologies beyond the Global North. 
We present a novel user study examining the introduction of one 
such technology, Google Project Relate, to Ghana. This freely avail-
able mobile application can create personalised speech recognition 
models in English for non-standard speech to support communica-
tion. Our user study spans the training of local speech and language 
therapists and 20 people with communication difficulties. We utilise 
the Technology Amplification Theory to contribute insights on the 
need for technological adaptations, awareness and support to re-
duce differential gaps of access, capacity and motivation to expand 
the reach of these technologies rather than exacerbating inequali-
ties. 
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1 INTRODUCTION 
Although the global prevalence of communication disabilities is 
unknown, studies have estimated that as many as 28-49% of people 
with disabilities worldwide experience difficulties with communi-
cation at some point in their lives [39]. Impaired speech is often 
associated with severe stigma, and people with communication dif-
ficulties are amongst the most marginalised groups in society due to 
existing barriers and discriminatory attitudes [50, 53, 93]. To avoid 
failed exchanges and misunderstandings, a person with impaired 
speech may choose to interact only when sharing essential informa-
tion, choose only to speak with a familiar communication partner, 
or let others speak on their behalf [23]. A failed social exchange can 
carry the message of inferiority [30], resulting in reduced participa-
tion [79]. Talking remains the preferred medium of communication 
for many despite the difficulties they might face, as it represents 
a powerful medium of identity [20], which people can leverage to 
communicate mood, humour, geographical, social and educational 
background, health status, gender - as well as the content of the 
message [61]. If talking becomes difficult to understand, individual 
and social identity can be negatively affected, increasing the risk of 
social withdrawal [102]. 

In Ghana and other West African countries, these barriers are 
often more pronounced as a result of compounding factors that 
range from the lack of Speech and Language Therapy (SLT) services 
and poor availability of assistive technologies to support communi-
cation [23, 38, 59, 101], to the stigmatising cultural beliefs that label 
disability as a curse [98, 101]. Within this context, the expanding 
technological infrastructure and the increasing penetration rate 
of mobile phones across all population segments offer a two-fold 
opportunity. First, a viable opportunity to expand the training and 
long-term professional development of Speech and Language Ther-
apists (SLTs) in Ghana [38], Second, mobile phones also represent 
a vital asset to support people who experience difficulties with 
communication in their everyday lives [12, 13, 33, 60, 67, 76, 81]. 

Recent developments in the creation of bespoke language models 
have expanded the possibility of using Automatic Speech Recog-
nition (ASR) software for people with dysarthria, the collective 
term for a group of neurologic speech disorders linked to muscular 
dysfunctions, or other conditions that affect the ability to articulate 
speech [72, 73, 86, 103]. These technologies do not alter how the 
disabled person speaks but can help listeners better understand 
what is said by repeating or transcribing words and sentences in 
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real time to facilitate communication [16, 17, 58]. An example is 
Project Relate, an English-based ASR application freely available 
for mobile phones featuring Android 8 and above. It specifically 
targets individuals with ‘non-standard’ speech, described as speech 
that differs from the accepted and recognisable speech of adults 
in a particular language [1]. The application requires a minimum 
of 500 samples of an individual’s speech, collected by recording 
several pre-set phrases, to build a customised speech model, which 
can then be used to produce automated real-time transcription, 
facilitate interaction with Google Assistant, enable voice typing 
for SMS and other functions, as well as speech repetition using a 
synthesised easy-to-understand voice [2]. 

The Technology Amplification theory [87] illustrates how tech-
nology does not deliver additive or transformative benefits without 
adequate support and infrastructure but amplifies current trends 
and social inequalities. The mechanisms of amplification revolve 
around three dimensions: access, capacity, and motivation. Dis-
regarding these differential aspects means that innovative tech-
nologies such as Project Relate may only positively impact a small 
minority of potential users with communication difficulties, while 
leaving the majority of others in even more marginalised positions. 

Although Project Relate officially became available in Ghana in 
2022 [1], we noticed very limited awareness of it within Disabled 
People’s Organisations (DPOs) and SLTs organisations in Ghana. 
Furthermore, as the application had been developed in the US and 
it is available only in English, it was unclear to what extent the 
different contexts could affect its use. Finally, as is the case for 
most digital products and assistive technologies, users are likely to 
require specific resources, competencies and support to integrate 
Project Relate into their life and benefit from its use. However, 
to date, there is limited guidance available for potential users of 
Project Relate, such as training, technical support, clear discussion 
on limitations and potential issues, and advice about navigating 
barriers or troubleshooting potential issues. It was unclear whether 
any of these factors impacted the use and usefulness of Project 
Relate to Ghanan users. 

To identify the mechanisms that determine differences in access, 
capacity and motivation among users of Project Relate in Ghana, 
we conducted a 6-week study involving 10 SLTs and 20 adults 
with communication difficulties. In line with other HCI studies 
examining the use of mobile phones amongst marginalised pop-
ulations, we leveraged the lens of the Technology Amplification 
Theory [41, 87, 91, 96] to analyse data collected during training ob-
servations, semi-structured interviews and 4-weeks of self-reported 
accounts from participants using a photovoice approach. 

Our results show differential access to the application and its 
features is determined by a variety of factors, including the severity 
of the dysarthria and the presence of other functional impairments, 
the type of phone, the availability of data, and the language of the 
user as well as their conversation partner. Differential capacity is 
affected by the person’s literacy, their ability to create and record 
customised sentences, which strengthen the language model, mak-
ing Project Relate more effective in everyday life, and the stigma 
preventing people from interacting and communicating with others 
beyond their immediate circle. Finally, differential motivation de-
pends on individuals’ specific life circumstances, which determine 

various use-cases. As Project Relate is meant to be used in conver-
sational settings with another person, we highlight how the user’s 
motivation alone is insufficient; their conversational partners must 
also accept this new form of interaction. 

Based on these results, we provide three key recommendations 
for the development and deployment of assistive and accessible 
technologies for communication in Ghana and potentially other 
contexts in the Global South: 1) Understanding the contextual na-
ture of language, not only in relation to different national languages, 
but also vocabulary, expressions at an individual and social level; 2) 
Considering stakeholders beyond the users including their support 
structure within and beyond the family, SLTs as well as strangers 
to help normalise perception around technology-mediated commu-
nication; 3) Acknowledging strengths and limitations of ASR to 
understand in which situations they can be beneficial and when 
other strategies are preferable. 

In summary, our study makes the following contributions to 
HCI: 

• A novel study examining the experiences of people with 
communication difficulties in Ghana with mobile phone-
based ASR technologies for non-standard speech 

• An analysis of the factors determining differential access, ca-
pacity, and motivation in the use of mobile-phone based ASR 
technology for non-standard speech which can exacerbate 
existing social inequalities 

• A series of recommendations targeting HCI researchers and 
developers of ASR and other communication technologies 
specifically targeting users with communication difficulties 
living in the Global South 

2 RELATED WORKS 

2.1 Communication Disabilities in Ghana 
Ghana is a country of 29.5 million people [95], in common with 
many countries, there are discrepancies in the estimates for the 
number of people with disabilities. A household survey in 2010 
estimated 3% of the population had a disability [28]; a year later, 
the World Bank’s Report on Disability reported a figure of between 
7-12% [95] and showed a disparity in gender with higher rates for 
women (10.6% compared to men (6.2%) [95]. Others who focus only 
on communication difficulties estimate that 6-7% of the population 
have a communication difficulty [34], equating to approximately 2 
million people. Difficulties in articulating speech can emerge due 
to a variety of congenital, acquired and progressive conditions, 
including Cleft Palate, Cerebral Palsy, Parkinson’s Disease, head 
and neck cancer, or ALS. Speech change can occur due to trauma, 
surgery and even infection [42, 53, 64, 75]. 

The number of SLTs supporting the communication training and 
needs of people with communication difficulties also varies from 
10 in 2013 to 5 in 2017 [24, 57]. Regardless of which of the two 
estimates is the correct one, the number is incredibly low, leaving 
each SLT with at least 200,000 clients needing services and leaving 
the vast majority of people with communication needs without the 
support they require. Currently, the SLT services within Ghana sit 
as a paid-for service not included in the national medical insurance 
system. Moreover, there is limited (if any) knowledge of communi-
cation disability within the community health teams [38, 98]. This is 
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not uncommon in West Africa or the Global South, more generally, 
as governments struggle to navigate competing priorities for devel-
opment within a low or middle-income country. Although Ghana 
does not yet have a national communication disability rehabilita-
tion service, Wickenden 2013 [94] developed a series of indicators 
indicating when a country is ready to develop such a service. Ghana 
is in a position to consider streamlining SLT services, as seen from 
the development of Disability Rights legislation and general eco-
nomic growth, and has had a stable democracy for over 25 years 
[98]. Ghana has also started rolling national training programmes 
for SLTs, and Ghanaian SLTs have critically reflected on the role of 
SLTs within an LMIC (or Majority World) context [43, 99]. 

In 2013, Crowley and colleagues reflected that there were at the 
time only 10 SLTs in Ghana, and nearly all had were trained over-
seas. However, they also point to a confluence of factors that showed 
hope and progress for further momentum in developing the nascent 
sector of support for people with communication difficulties [24]. 
Recent work highlighted the ‘emerging’ nature of the SLT work-
force in Ghana and the need to educate this first generation of SLTs, 
especially in using digital tools to support communication, which 
is well suited to Ghana’s growing and robust digital infrastructure 
[38]. Previous studies on mobile phone usage amongst people with 
disabilities in Ghana have shown not only the potential of these 
tools to increase access to services and information [7, 77], but 
also a widespread level of digital fluency that can help people take 
advantage of them [5, 68]. In the next section, we explore in more 
detail how technology can support people with communication 
difficulties, specifically examining the possibilities and limitations 
of ASR for non-standard speech. 

2.2 AT for Non-standard Speech Recognition 
When speech is difficult to understand, Augmentative and alter-
native communication (AAC) is sometimes used to support the 
individual [10]. AAC is a set of tools and strategies a person uses to 
solve everyday communicative challenges [15]. However, commu-
nication using AAC is often slow, around 8–10 words per minute 
(wpm), increasing to 20 wpm when using word prediction, com-
pared to the average speaking rate of 125 to 185 wpm [46]. As a 
result of these differences, people may choose not to communicate 
beyond their essential basic needs [92], or to communicate at all, 
based on the perceived importance and value of the message and 
the time available to communicate [23]. Even for those who face 
significant challenges in being understood, using speech to com-
municate may remain the first preference in most situations [84], 
regardless of speaking being effortful and misunderstandings being 
frequent [14]. 

In Ghana, the options for AAC are limited due to cost and avail-
ability of support [65, 101]. In a similar fashion to what has been 
observed in other Sub-Saharan countries, due to the existing limi-
tations, the use of AAC devices that substitute speech as a primary 
form of communication is relatively uncommon in Ghana, even 
when speech is significantly impaired [25, 40, 100]. 

An alternative to AACs requiring people to type words or sen-
tences using letters or icons, are ASR technologies. These tech-
nologies do not require alternative forms of input but transform 

one’s speech into text or provide repetition using an easier-to-
understand synthesised voice, facilitating communication with the 
listener [72, 73]. Increasing the speed of AAC using ASR technology 
to support understanding of dysarthric speech may contribute to a 
reduction of the physical, cognitive and emotional effort required 
by an individual with dysarthric speech – factors that drive the 
potential for successful communication [23]. 

ASR accuracy for commercial systems is now as high as 95% 
for many speakers with unimpaired speech [85], improving sig-
nificantly over recent years due to the increased computational 
power of deep learning systems and the availability of large training 
datasets [32]. However, it may still make too many word recognition 
errors to benefit people with dysarthria [11]. Very high word error 
rates were measured for people with significant dysarthria using 
three commercially available ASR systems (IBM Watson, Google 
Cloud, and Microsoft Azure Bing) [27], or individuals with severe-
ly dysarthric speech, the Word Error Rate (defined as the ratio of 
errors in a transcript in relation to the total number of words spo-
ken) were between 78- 89%, resulting in a very low percentage of 
correctly transcribed sentences – between 0-1.2% [27]. 

In recent years, the development of novel algorithmic approaches 
to speech modelling and recognition has expanded the ability to 
adapt ASRs to people who are classified as having non-standard 
speech, including non-native speakers [70], those with different 
accents [54], people from racial minorities [45], and individuals with 
dysarthria [49, 73, 80, 86]. However, most existing ASR systems 
for dysarthric speech are confined to research applications which 
are unavailable to the public [21, 49, 86], targeting only individuals 
who have mild dysarthria [56], or focusing on tasks that involve a 
very limited vocabulary [44]. 

The ASR application called Project Relate, which was released by 
Google in 2022 and is currently available only in English, promised 
to tackle many of these barriers [2]. Built on the large bank of over 
1 million utterances by more than 1000 speakers collected as part 
of the Euphonia project [3], Project Relate enables individuals with 
non-standard speech to train speech recognition models specifically 
on their own speech patterns by recording a minimum of 500 pre-set 
phrases using the only initially available function called “Record” 
[2]. Users can then leverage their customised voice model through 
the following four additional functions available in the app: 

(1) Listen: Live speech transcription with no time limit. Result-
ing transcripts can be modified, copied and read out loud. 
The function can be used offline. 

(2) Repeat: Automated playback of short sentences, maximum 
10 seconds, using an easy-to-understand synthesised voice. 
The function needs internet connectivity 

(3) Assistant: Supports interactions with the Google Assistant 
system with personalised ASR and removing existing time 
constraints. The function needs internet connectivity 

(4) Keyboard: Speech to text alternative to standard keyboard 
integrated with other applications (messaging, email, browser). 
The function can be used offline. 

Although not listed as one of the main five functions (Record, Lis-
ten, Repeat, Assistant, and Keyboard), special attention needs to be 
given to the Custom card, a sub-function accessible under Record, 
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which allows users to manually add phrases to include in the lan-
guage model to be created. This is essential to make Relate better 
understand the key nouns and phrases that a person uses in daily 
conversation, which might not be part of generalised vocabulary 
(i.e. names of people, addresses, locations…). Screenshots from each 
of the functions are shown in Figure 1 below. 

A longitudinal study of three people with ALS in the UK reported 
varying experiences of using Relate to support being understood 
in everyday communication. All participants reported the signif-
icant impact of voice change and loss to their sense of identity 
and declining sense of ability and competence to participate in 
social and work activities. Relate was seen as something that could 
help them be understood by unfamiliar listeners and to a way to 
participate more in life, but was not as accurate as expected in 
captioning speech, particularly recognition of proper nouns. All 
felt the app was difficult to understand at first and required support 
from technically savvy others. The participants often chose to use 
Relate in specific contexts, frequently with unfamiliar listeners in 
transactional exchanges. For other situations they relied on their 
natural speech, familiarity of conversation partner, combined with 
slower speed AAC such as a pen and paper when needed. None 
reported a concern with availability of data or a smartphone to use 
Relate [in review]. 

Unfortunately, to date, none of the studies that have looked at 
the practical implementation of ASR technologies for people with 
communication difficulties has ever been carried out in Ghana nor, 
to the best of our knowledge, anywhere in the Global South. Previ-
ous research from the HCI, Accessibility and ICT4D communities 
has examined how infrastructural, societal and personal factors 
dramatically change how disabled people in the Global South access 
and leverage mobile phones as assistive technologies, meaning that 
evidence from research carried out in the US or Europe does not 
reflect the realities of other geographical contexts and it is in fact 
more likely to perpetuate misguided colonial labels [4, 12, 13, 41]. 

2.3 Technology Amplification Theory 
In 2011 Kentaro Toyama formulated the Technology Amplification 
Theory, arguing that “information and communication technologies 
have a multiplicative, and not additive, effect on human and institu-
tional intent and capability” [87]. Technology alone does not create 
resources or intent where they do not already exist, but it can aug-
ment them when they are present. In itself technology is neither 
a positive nor a negative force; it is simply a tool to be used. One 
of Toyama’s key observations is that technology is more likely to 
succeed when it is amplifying already successful interventions that 
build on existing capacity and positive intent [87]. If the landscape 
of SLTs services in Ghana is changing, opening up opportunities for 
people who have difficulties articulating speech, could ASR tools 
such as Google Relate amplify these possibilities? 

One important factor to remember when examining this question 
is to acknowledge that technology requires infrastructural support 
at several levels to deliver beneficial effects. Some examples of 
required support are access to electricity or connectivity, availability 
of skilled workers to train users and support them, presence of 
material resources needed for repair and upgrades, as well as the 
social willingness to accept the technology at a broader level [52, 71, 

97]. Where one or more of these elements are missing, technology 
simply increases existing societal gaps, widening inequalities and 
leading to further marginalisation [4, 66]. These mechanisms of 
amplification can be articulated around three axes: 

• Differential Access: The simple fact that a technology ex-
ists does not mean one can access it. Devices require money 
to be purchased and operated; software is only available in a 
handful of languages generally spoken by people of higher 
socio-economic status [4, 13, 74].Accessibility, or inacces-
sibility, of physical and digital systems also impacts who 
is able to access what and which contexts. Barbareschi et 
al.[12]showed that button phones, more commonly available 
and preferred by visually impaired users in Kenya, did not 
include features that allowed them to use the phonebook or 
listen to text messages, leading participants to classify these 
services as “not for blind people”. 

• Differential Capacity: Although a person might be able 
to access a particular technology, the extent to which they 
could benefit from it would be influenced by a series of fac-
tors that influence their personal capacities. Kenyan rural 
women taking part in the study by Wyche et al 2016 [96] 
spoke of difficulties performing top-up operations due to low 
digital literacy, poor eyesight and reduced lighting condition 
in their homes. Similarly, disabled people interviewed by 
Jones & Pal 2015 highlighted how acquiring digital skills 
to operate ICT technologies required significant time, espe-
cially for those who had received limited education, which 
was not necessarily available to those who had no financial 
stability[41]. Capacity does not only refer to the individual 
alone, but encompasses their social network [12, 13, 90]. Ru-
ral Indian women who had the tools and expertise to engage 
in crowd work using their mobile devices, struggled to feel 
valued and thrive as their efforts were easily dismissed by 
their families [90]. 

• Differential Motivation: Finally, when one is able to access 
and capable of operating technology, the ultimate use would 
be decided by a person’s specific motivations.The ICT4D 
agenda is usually dictated by founders keen on measuring 
the value of specific programs to justify their investments 
[4, 36, 78]. Yet, users’ wishes regarding technology are nat-
urally miscellaneous and encompass more “frivolously la-
belled desires such as play and entertainment [78, 87]. But 
instead of dispensing easy moral judgments from a position 
of privilege, funders, researchers and practitioners should 
consider what might enhance or dampen one’s motivation 
[4, 41]. Recent work with local farmers in rural India shows 
that relative advantage and self-efficacy play a huge role in 
people’s desire to leverage technology for developmental pur-
poses [31]. Simply speaking, if due to systemic barriers, there 
is no expectation of a beneficial outcome due to systemic 
barriers, there is no reason to invest effort. Furthermore, 
while users’ motivations are often scrutinised, overlooking 
the potential of amplifying negative motivation from wider 
societal structures is a much more common pitfall. Nova 
et al.l 2019 [62] showed how women and those from more 
disadvantaged backgrounds were more likely to be subjected 
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Figure 1: Series of screenshots showing the different view associated with Relate’s functions 

to sexual harassment or abuse on anonymous SNS, which 
offered an easy cover to abusers and others with malicious 
intent. 

Our goal was to evaluate to what extent ASR applications like 
Google Relate can provide additive benefits to the changing land-
scape of SLT services and resources for people with communication 
difficulties in Ghana. To do this, we sought to identify the existing 
mechanisms of differential access, capacity and motivation that hin-
der users’ ability to take advantage of the application and suggest 
strategies for countering them. In the following section, we outline 
our own positionality, which motivated and drove this work, as 
well as the detailed approach of our research. 

3 METHODS 

3.1 Positionality and Collaboration with local 
SLTs 

Our values and positionalities have greatly shaped our approach 
and commitment to our research. We present our positionalities as 
a collective as we strongly believe that throughout this process, we 
have worked as a collective with no hierarchical order, reflected in 
our choice to list all authors alphabetically while specifying that 
we all contributed equally to this research according to our skills 
and expertise. Together, we share various backgrounds, some of 
us are from the Global South and others from the Global North, 
and have different experiences working and conducting research 
across both geographies. Some of us have lived experience of dis-
ability, including difficulty articulating speech. Others have indirect 
experiences as parents, friends of disabled people, or both. Some 
of us have an academic background with expertise ranging from 
Computer Science, HCI, Assistive Technology and Speech Ther-
apy, whereas others identify as clinicians or have intersectional 
professional identities. Our choice of conducting this research in 
Ghana was motivated by both the personal connection of one of 

the authors, who is a Ghanaian national living and working in the 
country, as well as the fact that Ghana was the first country in the 
Global South - and the only one in Africa at the time of writing - in 
which the Google Relate application had been released. 

Many of these aspects overlapped with the positions of our par-
ticipants, which allowed us to foster a sense of connection. However, 
the experiences, desires, hopes and frustrations we present in the 
results section are theirs alone. Above anything else, our position-
alities are what drove us to adopt a stance that focused on people’s 
aspirations and sees technology, including Google Relate, as a po-
tential utilitarian tool. Our goal in engaging in this project was not 
to “make the application work for people” but to find ways to pro-
mote Equity in communication for people in Ghana who struggle 
to articulate speech. As part of this, we wanted to understand when 
the Google Relate application could be leveraged to facilitate com-
munication and what technological and systemic changes might be 
needed for it to deliver maximal value to as many users as possible. 

Our professional, academic, and personal experiences had taught 
us before that if we wanted our research to deliver actual change 
and ensure that participants would be supported beyond the lifes-
pan of the project, we had to start by building capacity in situ. To 
this end, we leveraged our connections to recruit 10 SLTs operating 
in different parts of the country who had experiences working with 
a variety of clients with dysarthria and other conditions which 
affect the ability to articulate speech and be understood in everyday 
conversations. Before the start of the research, SLTs took part in a 
training session to illustrate the features of the Google Relate ap-
plication, explain and trial the process of recording preset phrases 
and creating new ones using the Custom card function, discuss 
potential challenges that participants might face when using the 
application, identify existing design flaws specific to the Ghanaian 
context, and develop strategies to support future clients interested 
in using the application. Following the training, the SLTs shad-
owed research team members during onboarding sessions with 
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participants, slowly taking over participants’ training to ensure 
they would feel prepared to assist new clients by themselves in 
the future. Finally, one SLT was included in the communication 
and support channel created on WhatsApp for each participant 
to provide clients with a point of contact close to them, which 
could also provide in-person assistance when required. A separate 
WhatsApp channel to connect all SLTs with the research team and 
discuss important matters as they arose was created. Since the start 
of the project in July 2023, we have continued to use these chan-
nels to remain connected not just with participants but also SLTs, 
celebrating success, troubleshooting difficulties and leveraging our 
relative privilege to help escalate criticism and call for action with 
the Google Team in charge of Project Relate. 

3.2 Participants 
We recruited participants with the support of local SLTs and or-
ganisations for people with disabilities in Ghana. SLTs and local 
organisations identified participants as being difficult to understand 
by unfamiliar conversation partners due to significant dysarthria, 
dysphonia or a stutter. To qualify for participation, individuals had 
to be above the age of 18, able to provide informed consent. As 
Google Relate is currently available only in English, our biggest 
restriction when recruiting was the requirement for them to be able 
to understand and communicate in English in everyday situations, 
which is not the first language of many Ghanaians [6]. There was 
no restriction on aetiology, but participants were only enrolled in 
the study if speech was their primary communication modality (as 
we do not consider Sign Language users to have communication 
difficulties in their preferred modalities). Before this research, none 
of the participants were aware of or had used Google Relate. All 
participants had access to a mobile phone, but several did not own 
a smartphone with the required specifications to download and use 
the Google Relate application. If participants’ mobile phones did not 
meet the minimum specification (Android version 8 or above and at 
least 1GB of RAM), we provided them with a Samsung AU4s, which 
they could retain beyond the end of the project. If participants al-
ready possessed a smartphone meeting the required characteristics, 
we provided the equivalent compensation of approximately 120 
USD. In our exchanges with the ethics committee at University 
College London we identified the potential risk of coercing partici-
pants to join the research out of interest in obtaining a phone or 
receiving substantial compensation. To mitigate this, we leveraged 
the connection and existing relationships of trust that participants 
had with local organisations and SLTs. Participants were explained 
how joining the study was voluntary and they could withdraw at 
any time and retain their phone or the compensation provided as 
an alternative. Their participation in the study would also not affect 
any SLT services they were already receiving or would request in 
the future. However, prolonged engagement with the research team 
could mean that we could provide support with the application if 
they needed it and help get their voices heard as we planned to 
lobby for requested changes with the Google Relate Team. 

3.3 Procedure and Data Collection 
Onboarding sessions with participants were carried out at the office 
of the Talking Tippss Africa Foundation in Accra or at participants 

homes, depending on their preference. Onboarding sessions were 
conducted by at least two members of the research team and one 
of the local SLTs. Participants were invited to bring along a family 
member or a support person if they wished to do so. Informed con-
sent procedures also included discussions with participants about 
differences in data collection processes and data storage that existed 
between the use of the Google Relate application and participation 
in research. We explained to participants how recordings from in-
terviews and videos and pictures from ethnographic observations 
captured by the team could be deleted if they requested it, as we 
had full control over them. However, voice samples taken from the 
Google Relate application could only be deleted if the participants 
reached out to Google directly. The privacy notice of the application 
states that voice samples would only be leveraged for creating the 
personalised speech recognition model and are not available to 
third parties nor collated across different users. We explained the 
privacy policy included in the Google Play store to participants and 
show them how they could contact the Google team directly from 
the application ”Help” section. 

After obtaining informed consent from participants and setting 
up their mobile phone and a Google account, if needed, we as-
sisted participants to download the Google Relate application from 
the Play Store. Participants were then supported in recording the 
sentences needed for the application to create the bespoke voice 
model and shown how to create custom cards to ensure that the 
application could understand names and any other word that was 
important to them in everyday conversations. We explained to par-
ticipants that to maximise the model’s ability to recognise specific 
words they would have to create three custom cards for each word, 
changing its position in the phrase from beginning, middle, and 
end in the following format. 

• XXX is my name 
• The person XXX is me 
• My name is XXXX 

Participants were shown this pattern for multiple chosen words 
and given the opportunity to practice until they felt comfortable 
they could create Custom cards independently in the future. Some 
participants were able to complete the recording of all the 500 
required phrases during the onboarding session, whereas others 
due to fatigue or time constraints preferred to continue recording 
sentences at their own pace independently or with the support 
of family members, friends or SLTs. A member of the research 
team took pictures, field notes, short videos and voice recording to 
document these sessions. 

The Google Relate application requires between 24 and 72 hours 
to create the custom voice model for each user, meaning that even 
those participants who completed the 500 recordings were not 
able to test their application immediately. To show the various 
functionalities, a member of the research team used a mobile phone 
with the pre-loaded Google Relate application. Participants were 
able to practice how to enable and use the various functions, albeit 
using an existing voice model which was highly prone to errors as 
it was not specific to their speech patterns. Finally, we conducted 
semi-structured interviews with participants to understand their 
existing communication difficulties in daily life, their aspirations for 
a more equitable and accessible communication in various aspects 
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of life, the expectations they had for the application, difficulties 
encountered during the onboarding session, and any other feedback 
about the session or the application. 

At the end of the onboarding session we set up the WhatsApp 
group including participants, the two members of the research 
team and the SLT who supported the onboarding session and, if 
requested by participants, their desired support person. Participants 
were explained that we would use this channel to check in with 
them periodically and ask for feedback. In turn, they could choose 
to share any comments, meaningful episodes, as well as request 
support if needed. Written messages, voice messages, pictures and 
videos shared by participants were retained for analysis only after 
obtaining explicit consent. Participants were explained that they 
could leave the group at any time if they wished to do so. 

Situated ethnographic observations to understand how partici-
pants used the application in everyday life were carried out with 
seven participants after they had downloaded their customised 
voice model. Participants were asked to choose one situation from 
their everyday life in which they wanted to try to use the applica-
tion and which they were happy for us to observe. These interac-
tions were video recorded with the consent of participants and the 
conversation partner when relevant. 

3.4 Data Analysis 
Our data corpus consists of notes, written messages, pictures, videos 
and transcribed recordings of semi-structured interviews and voice 
messages from participants. We analysed data collaboratively us-
ing reflexive thematic analysis with a bottom-up approach, with 
members of the research team reflecting on codes individually and 
discussing them with the other members during debriefing discus-
sions after each session and a total of 6 group meetings [18, 19]. 
To articulate insights in a cohesive and easy to understand man-
ner, we decided to leverage the Technology Amplification Theory 
and conducted 3 group meetings to collaboratively decide how to 
structure our findings presented in the following section. 

We took note of the WER score generated by Relate for each 
individual’s personal ASR model. WER is the most commonly used 
metric for evaluating speech recognition performance [55]. WER is 
utilised in Relate in the Profile tab to set user expectations by allo-
cating the personal WER score across ‘speech recognition readiness’ 
range from low to high. Relate WER is also detailed in the app’s 
console tab. However, when calculating WER, all words are con-
sidered equally important, and all errors (substitutions, deletions, 
insertions) have equal weight. WER does not consider whether 
some words may be more important to the meaning of the message 
and the impact of word errors may be also dependent upon the 
specific application in which ASR is being used [29]. 

Additionally, Relate WER is calculated using a sample of stan-
dard set phrases and therefore less likely to be phrases a person 
uses in daily life [51].The Relate-calculated WER and actual WER 
scores when Relate is used are likely to be different, indeed varying 
according to the words a person uses, context and location. 

A measure for ASR should have ecological validity that realisti-
cally simulates how ASR output would actually be used and how 

useful that output would be [29]. People that use ASR for transcrip-
tion reported less concern about measuring word-for-word accu-
racy between the spoken message and its transcript but whether 
the transcript produced by ASR captured the meaning of the spoken 
message [22]. It is quite possible that a person using a Relate model 
with a higher WER may find a much or more functional use than 
an individual with a lower WER model, and vice versa. For these 
reasons our focus is on how people view the usefulness of Relate 
in daily life. 

4 RESULTS 
Twenty people participated in the study. Thirteen participants have 
dysarthria as the main condition affecting speech, two participants 
are living with aphasia and dysarthria as a result of stroke, one 
person has a stutter, whereas four participants have dysphonia - a 
change to the quality of voice - due to a laryngectomy procedure 
as a result of head and neck cancer and use a Tracheo-oesophageal 
puncture (TEP) valve to speak. 

Eighteen participants completed the minimum 500 phrases re-
quired to create a personalised speech recognition model in Relate. 
One participant could not record enough phrases even with support 
from their SLT due to the effects of aphasia due to stroke. The other 
has a laryngectomy and experienced significant fatigue repeating 
the phrases using his TEP valve. 

Two research team members are certified speech and language 
therapists with more than 22 years of specialist experience working 
with people living with voice and speech difficulties. We assessed 
the severity of impairment for each participant based on our conver-
sations with them, considering articulatory, phonatory, resonatory, 
respiratory, and prosodic deficits - factors that can significantly 
limit communicative capacity [48]. We assessed severity indepen-
dently and then discussed any differences in score to agree on a 
rating. 

4.1 Differential Access 
The most basic factor that determined who would and would not 
be able to access the Google Relate application was, as expected, 
the availability of a smartphone that would match the minimum 
specification outlined on Google Play. Although all 20 participants 
had access to a mobile phone before they signed up to participate 
in the study, one participant did not own the phone and could only 
access a phone through her mother, and the other seven did not 
have a smartphone with the required specifications. Four had a 
feature phone, and the remaining three had smartphones with in-
sufficient RAM to support the application. We provided adequate 
smartphones to participants as part of the study. Still, many men-
tioned that they would have struggled to afford one, especially as 
purchasing a new phone was not considered a priority, consider-
ing their current one was functional. None knew they could use a 
higher phone specification to support an application to help com-
munication in daily life. Even when in possession of a mobile phone 
with the required characteristics, several participants who had older 
or cheaper phones, including P4, P5, P6, P14, and P16, faced issues 
at different stages as the application was more prone to slow starts, 
unexpected crashes and failures to download updated versions of 
the voice model. 
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Table 1: Frequency of Special Characters 

Participant Aetiology Role Severity Phrases Custom Cards Relate WER 

P1 Cerebral Palsy University Student Moderate 679 382 26.2 
P2 Cerebral Palsy Own Business Mild 520 20 20.8 
P3 Cerebral Palsy University Student Moderate 1301 10 19.1 
P4 Cerebral Palsy Professional Mild 500 35 14.2 
P5 Cleft Palate University Student Mild 835 17 19.4 
P6 Cerebral Palsy University Student Mild 1003 17 9.6 
P7 Cleft Palate Professional Moderate 500 32 14.0 
P8 Laryngectomy Retired Severe 150 NA NA 
P9 Laryngectomy Retired Moderate 1200 0 20.6 
P10 Parkinson’s Disease Professional Moderate 1024 8 14.8 
P11 Stammer/Stutter University Student Moderate 577 61 12.3 
P12 Laryngectomy Professional Moderate 603 12 20.1 
P13 Cerebral Palsy Living at home Profound 603 126 83.6 
P14 Cleft Palate Professional Moderate 500 4 16.8 
P15 Laryngectomy Professional Moderate 504 4 13.9 
P16 Cerebral Palsy Professional Moderate 3125 8 21.3 
P17 Cerebral Palsy University Student Mild 512 16 11.3 
P18 Cerebral Palsy Professional Severe 5125 16 17.4 
P19 Stroke with Aphasia Retired Moderate 500 0 35.2 
P20 Stroke with Aphasia Retired Severe 261 NA NA 

Another factor which affected the extent to which participants 
were able to access Google Relate was internet connectivity. Al-
though the rate of mobile internet penetration in Ghana is rapidly 
increasing, the reliability of internet connection is generally poor, 
especially outside Accra, where P1, P13, P14, P16, P17, P18 live. 
Availability and cost of internet connection affected overall applica-
tion access and specific features. P1, P11, P17, P18 reported concerns 
over the amount of data consumed by Google Relate. In particular, 
in one of our messages, P1 mentioned: 

“Relate has a high data consumption in my experience. Also it 
needs very efficient data for functioning which is sometimes an issue 
in the northern part where I live”. - P1 

To navigate this issue P6 devised a clever strategy that, with her 
permission, we have since shared with other participants. Although 
the Repeat and Assistant function require an internet connection the 
Listen function does not. In one of the videos shared on WhatsApp 
she explains: 

“I can use Listen and speak normally so Relate writes it. When I 
finish I press stop and then the voice image (the speaker icon at the top 
left of the screen) and it reads it out to people. It is the same (i.e. the 
same function as Repeat) but it is free. Is also useful that it is written. 
Once I was in a shop and I wanted to ask something to the woman 
there. She could not really understand the English because it was fast 
and the shop was loud, but she could see the words on the screen and 
understand enough to serve me” - P6 

The example above also shows another key aspect determining 
the level of access participants had to Google Relate: language. As 
mentioned previously the application is only available in English, 
meaning that the user has to be able to speak and understand 
English. However, this limitation does not just apply to the user 

themselves, but anyone they wish to communicate with leveraging 
Relate. P11, P15, P16 and P19 all mentioned how in many situations 
they could not use Relate effectively as their conversational partners 
did not speak English. Others such as P1, P3, P5, P14 pointed to 
frequent mistakes made by the app when using local names or 
terms common in Ghana but not featured in the existing language 
model. 

“Because of the location of my shop most of the customers commu-
nicate in the vernacular language which is a challenge because the 
app doesn’t recognise my speech when I speak in the local dialect.” -
P19 

Finally, access to Google Relate is also mediated by the severity 
of the user’s dysarthria or dysphonia and the presence of other 
conditions which might impair their ability to complete the number 
of recordings necessary for the creation of the bespoke voice model, 
as well as the degree of accuracy the voice model would have once 
created. Both P13 and P20 represent poignant examples of this as 
they faced, and still face, significant difficulties in recording the 
required number of sentences to be able to access Relate’s various 
functions. P20’s aphasia makes it challenging for him to read or re-
peat unfamiliar sentences, causing frustration and fatigue, meaning 
that only a small number of sentences can be recorded during his 
sessions with the SLT. Similarly, P13’s profound dysarthria leads 
to difficulties pronouncing long sentences and unfamiliar words 
present in many of the “standard phrases” used in the Record tab 
to collect the speech samples needed for the creation of the model. 
To navigate this challenge P13 and her mother created a large num-
ber of custom cards which better aligned with her communication 
needs and capabilities. 
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Figure 2: Screenshot of the Listen screen used by P7 

4.2 Differential Capacity 
The process of training Google Relate in building the customised 
voice model required participants to read out loud at least 500 Eng-
lish sentences, which implies a certain degree of literacy. As it was 
an inclusion criteria for the study, all our participants were able 
to understand and communicate in English. However, English was 
not the primary language for communication for several of them, 
and some including P10, P12, P13, P18, P19, P20 faced difficulties 
reading, especially when sentences included unfamiliar words (e.g. 
nachos or sushi), had meanings for which they lacked the context 
(e.g. In junior high we went on a trip to Washington DC), or sim-
ply did non make much sense (e.g Fish are quiet, they don’t say 
anything). The Record function offers the possibility to the user to 
have the sentence read out loud by the phone and repeat it, rather 
than having to read it from the text. However, we noticed several 
participants struggling with this option as the synthesised voice 
used in the application had an American accent, which was not nec-
essarily easy to understand for participants, and used an American 
pronunciation which could differ from the one used by participants 
in everyday life. 

P7: I cannot pronounce the world thermostat like it wants me 

Researcher: Can you pronounce it for me? 
P7: Thermostat. You see, it’s wrong 
Researcher: There is nothing wrong with it. You should not change 

how you speak for the app. If you try to read it like the voice plays it 
today, but then it’s not how you say it next time it will not recognize 
it. If you pronounce the thermostat like this it’s better for the app to 
know it. The phone should learn to understand you, not the other way 
around. 

The exchange above shows how when there was a discrepancy 
between the pronunciation of the phone and their own, they were 
likely to incorrectly blame themselves. However, as pointed out 
by the researcher who carried out the training, the purpose of the 
application is to create a customised speech model based on the 
participant’s regular speech pattern. When a person tries to change 
the way they speak to “please the app” they are more likely to 
introduce errors in the voice model created for them. 

Understanding how the creation of the speech model works 
requires knowledge of how the application operates, which in turn 
is dependent on the person’s digital literacy. The degree of digital 
literacy and contextual understanding of how Google Relate works 
also influenced the relative importance that people attributed to 
the creation of specific custom cards. Despite the time and effort 
involved in it, P1, P4, P7, P11 and P13 reported that they engaged 
in the creation of a larger number of custom cards because they 
understood how it could help them create a voice model that would 
be more contextually appropriate to their everyday communication 
ensuring that the application would correctly interpret the names 
of their family members, friends, important places, favourite foods, 
and commonly used words at work or school. In turn this could 
make Google Relate more useful in their daily life, which may lead 
to increased use and increased benefits. 

Another key aspect that shaped the extent to which participants 
could use and benefit from the application was the degree of sup-
port they were able to leverage, particularly in earlier stages of 
learning or in case of technical difficulties. SLTs, friends and family 
members proved to be much more effective than the synthesised 
voice featured in the application in reading sentences out loud so 
participants could repeat them and complete the necessary 500 
recordings (See Figure ). P13’s mother created a large number of 
custom cards that would be easier for her daughter to pronounce. 
P20’s SLT also recently began to craft custom cards which include 
sentences from prayers that her client recites everyday as they 
are easier for him to remember despite his aphasia. Participants 
also mentioned how, the capacity to create custom cards, which is 
currently and individual effort, could be harnessed as a collective 
to improve the cultural relevance of the application. P1, P4 and P13 
all stated that they would value an option that give them consent 
to share custom cards phases with Google if this allowed other 
Ghanaian users to benefit from it, reducing the burden of custom 
card creation and increasing the recognition of important words 
and sentences. 

Finally, one’s capacity to extract benefit from the application in 
everyday life is hugely influenced by the opportunity to engage 
in communication with others in the first place. Google Relate, 
and other ASR for non-standard speech, are primarily intended as 
tools to aid listeners who are not familiar with the user to better 
understand them. But what happens when the stigma surrounding 
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Figure 3: P19 being helped by his SLT to record the sentences 

their speech difficulties prevents people from engaging with others 
beyond their immediate social circles? P9 for example reported 
high satisfaction with Relate and stated that it can understand her 
well when she speaks. However, so far she has only been able to 
use the application with members of her family as she has limited 
contact with strangers as there is significant stigma surrounding 
people with Tracheo oesophageal puncture valve and she is more 
likely to rely on others to speak on her behalf when outside. 

4.3 Differential Motivation 
Our participants in the study, had various degrees of speech dif-
ficulty, lived in different parts of Ghana, came from a variety of 
educational, professional and social backgrounds, as well as having 
different life experiences. Their specific characteristics, personali-
ties, and contextual situations determined their desire to use Relate 
for a variety of purposes. Many who worked or owned small busi-
nesses like P14 were especially happy that they could use Relate 
when working on a stall at the local market as “the customers easily 
understood me when I use the app, and they can see the words if they 
cannot hear me”. Others like P17 were delighted that they could use 
the keyboard function in university “to write my essays when I am 
tired because writing is difficult as I cannot move my hand well, but 

now I can just say what I need and it writes it for me”. Those who had 
limited social interactions beyond their family because of stigma 
like P13 found joy in being able to “talk with my best friend, my 
cousin [name] when he came for a visit”. 

What counts as success when using Relate appears to be a per-
sonal assessment, shaped by the lived experience of communication, 
whether it took place in public or private, involved complex inter-
actions or simple exchanges, occurred with strangers or family 
members, the words used, and indeed whether it took place at all. 

Like any other kind of new assistive technology that one might 
choose to try in a particular situation, participants understood that 
using Google Relate would involve a certain degree of risk taking, 
as they could not be sure of a successful outcome. The degree of 
risk that they were willing to take was influenced by a variety 
of factors including their own personalities, the perceived stakes 
of a particular situation and the alternatives available to them. A 
striking example of this is P4 a practising lawyer who had previously 
stopped attending her clients in court as judges had refused to hear 
her arguments labelling her as “too difficult to understand”. P4’s 
goal is to convince the judicial system to let her use Relate to argue 
her cases in a court of law, showing that with the right assistive 
technology, a judge can be able to understand her, regardless of 
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her speech difficulties. It should be stated that P is fully qualified 
to do this role. P4 is also an advocate for the rights of people with 
disabilities in the country and, at the time of writing, she is currently 
working with members of our team to ensure that she can use 
Google Relate to deliver a speech at an international conference 
in the coming months. Both these use-cases have high stakes, as 
failures of Relate could result in compromising the delivery of 
her speech in front of hundreds of people, or jeopardising her 
professional credibility in front of a judge. Discussions we had 
with P4 reveal how she is perfectly aware of these risks, but also 
of the potential benefits for herself and others, and of the lack of 
alternatives available to her. 

“It’s a big job, you know, speaking in front of so many people. And 
I really want this app to carry out my legacy. If I can talk with it 
and show to all the other people with my condition that they can do 
this, they can achieve what they want…. My mission is that none of 
them has to struggle like me. I don’t want anyone to go through what 
I have. But until now I could not get my message across like I want, 
and I have tried many things…” P4 

Interactions mediated by Relate were, of course, sometimes un-
successful and the extent to which people would be comfortable 
to use it in everyday life varied on the basis of perceived benefit 
and other considerations. P12 mentioned that the app would misun-
derstand him from time to time, but less frequently than strangers, 
meaning that it could still deliver an advantage compared to relying 
on speech alone. P11, who had recently been diagnosed with Parkin-
son’s disease, found the app useful to use when he communicated 
with shopkeepers or other unfamiliar people, but it was hesitant to 
use it in work as not everyone was aware of his condition and he 
did not want to be outed as someone who needed technology to 
supplement his communication. 

As communication is, by its nature, a collaborative act that in-
volves the individual as well as the person they are communicating 
with, it was not just the motivation of the user which affected the 
use of Relate, but also the motivation of their conversational part-
ner.As highlighted before, Google Relate is not an application that 
helps the user to speak, but one that helps the listener to under-
stand. It is important that both speaker and listener are provided an 
opportunity to understand what Relate is and how it can be used to 
support conversation.When the listener did not understand what 
Relate was, appeared unsure how to adapt their conversation style 
to include it, or not willing to accept Relate in the conversation, 
social interactions could derail - focusing on Relate as opposed to 
the subject at hand, or fail. 

We witnessed one of these failures during one of the ethno-
graphic observations conducted with P5 who worked as a mobile 
money operator to pay for her nursing studies at the local university. 
The sequence is summarised below: 

As the client approaches P5 attempts to use Relate’s Repeat func-
tion to facilitate communication and asks: ”Do you want to deposit 
or withdraw money?”. The customer does not wait for Relate to 
repeat the sentence out loud and misunderstands P5 thinking that 
she asked “Do you want to withdraw?”. She responds: “No, No I am 
not withdrawing I just want to charge!” P5 tries to use Relate again 
and asks “How much do you want to charge?” The customer does 
not wait for Relate to repeat and seems to misunderstand again. 
She shows P5 some notes she wants to deposit on her account and 

says “You see I want to charge my money” P5 realises the interaction 
with Relate has failed and she puts away her phone and shows 
the mobile money terminal to the customer, which displays the 
charging interface, so that the customer can see that she had un-
derstood from the beginning. The transaction is then completed 
without further mistakes. 

The vignette above shows how the lack of understanding from 
the client of how Google Relates operate and how the conversation 
should be changed to make space for it hinders the exchange and the 
situation quickly unravels. It rests on P5’s shoulders to quickly adapt 
to the situation and find another way to help the client understand 
her so that they can complete the transaction. However if the client 
had an opportunity to understand how Relate works and how it 
can support communication the outcome may have been different. 

One final example shows the potential for Relate to support 
advocacy by just being present in the room. P1 is the first person 
with cerebral palsy that has been accepted onto her course at the 
university she attends in the north of Ghana. She met with her head 
of department and used Relate Repeat in a conversation. The head 
of department commented that he wanted to support her to use 
Relate in class and to encourage other prospective students with 
similar communication differences to apply to university. He wants 
his department to be seen as inclusive and act as an example to 
others. This conversation happened because P1 had the courage to 
show how she can be better understood using technology, and in 
turn provided the head of department an opportunity to consider 
the practicalities of inclusiveness. 

5 DISCUSSION 
Our work represents, to the best of our knowledge, the first ex-
ample of research examining the use of a free mobile-based ASR 
application for people with non standard speech in Ghana with 
the goal of enhancing communication equity. Our findings high-
light the amplification mechanisms that determine who does and 
does not benefit from the use of the application revolve around (i) 
Differential Access: including ownership of a suitable smartphone 
with appropriate specification, internet connectivity, and language 
spoken; (ii) Differential capacity: including literacy, availability of 
support, understanding of how the technology works, and ability to 
interact with strangers; (iii) Differential motivation: including life 
experiences, willingness to risk, perceived benefits, and attitudes 
of conversational partners. Based on our results we highlight three 
key design implications for future technological systems aiming to 
promote communication equity in Ghana and other regions of the 
Global South for people who have difficulty articulating speech. 

5.1 Adapting language to the context 
Although English is considered the official language and it is report-
edly the most commonly spoken, Ghana is a multilingual country 
with over 80 different languages being spoken [26]. Largely as a 
result of colonialist practices that have eradicated the use of indige-
nous languages, and the people who spoke them, the situation is 
similar in many other African countries where English is proposed 
as a national lingua franca that unifies the bureaucracy of the coun-
try [69]. Regardless of these colonialist and neocolonialist practices 
there are millions of people in Ghana and in other countries in 
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Africa who do not speak English. Technological systems aiming to 
promote communication equity in countries with such a diverse 
palette of languages cannot fail to consider these aspects, especially 
considering that people who speak indigenous languages are likely 
to belong to the most marginalised groups in society [6]. Our par-
ticipants who lived and worked in poorer areas were the ones who 
most struggled to use Relate in daily conversations, as they lacked 
communication partners who could understand English. 

Furthermore, even those who used English as their primary lan-
guage in everyday communication found that Google Relate was 
prone to make mistakes when they used local words and expres-
sions that did not exist in American English, the language on which 
the ASR model was based. Ghanaian English has a distinct pro-
nunciation and a broad local vocabulary that has developed over 
decades of use and contextualization [37]. On the one hand it could 
be argued that the creation of a bespoke speech model should ad-
dress issues of pronunciation. However, we observed that during 
the recording of their own voice samples, when participants heard 
the application enunciate words with an unfamiliar, and contextu-
ally incorrect, pronunciation, they were likely to attempt to emulate 
it thinking that the application was speaking in “proper English”. 
This is not only demeaning for the person, but also counterproduc-
tive, as the speech recognition model would effectively be built on 
samples that do not match the person’s actual speech in everyday 
life. 

When it came to building a specific vocabulary to ensure that 
Google Relate could understand frequently used local names and 
keywords, the only viable strategy available to users at the moment 
is the creation of Custom cards through the dedicated function. 
Participants who created a greater number of custom cards were 
most likely to report greater satisfaction with the application, even 
when their WER were still relatively high. This is because the ap-
plication was able to recognise the words that were important to 
them. However, the process of custom card creation is cumbersome, 
often resulting in need for support, and requires participants to un-
derstand its relative importance for the creation of a contextualised 
language model. The integration of new generative AI based on 
large language models could at least in part improve this aspect by 
enabling participants to automatically create custom cards based on 
a set of chosen words and ensuring the correct configuration featur-
ing the word at the start, middle, and end to maximise recognition. 
Generative models could also create easier sentences to record for 
people by simplifying or shortening the sentences for participants 
with more profound communication difficulties, as well as creating 
contextualised sentences that match the vocabulary of participants 
similarly to the the work done by the mother of P13 or the SLT 
of P20 [89]. Beyond generative models it might also be possible 
to create designs which are more adaptable to the wide range of 
English that is spoken globally by incorporating this as a design 
requirement from the outset. Knowing English will vary in how it is 
spoken, and acknowledging the privileged position of having large 
data sets of only a subset of the range of English we can design 
in adaptability from the outset. In this case perhaps custom cards 
would have been made easier to use or indeed the word base used to 
initially train the application could have been edited. More widely 
we can look to create better datasets for training of languages and 
versions of languages. 

5.2 Not just about the user 
As we mentioned several times throughout the paper, Google Re-
late as well as other ASRs are not technologies that are meant to 
change the communication strategies of people with dysarthria or 
dysphonia, but are tools meant to support their communication 
partners to understand them better. In particular these systems are 
supposed to be used in conversations with strangers and unfamiliar 
partners, as people close to the users are likely to have learned to 
understand how the persons speak and do not necessarily benefit 
from ASR [9, 35]. As a result, if the goal is the successful introduc-
tion of these technologies we cannot disregard the importance of 
improving awareness and training at a more systemic level. Tradi-
tionally assistive technology is rolled out with training, however, 
this is focussed on the user which is normally the person with the 
speech impairment. In Google Relate’s case we are helping people 
with hearing and understanding. This changes the nature of the 
traditional assistive technology training paradigm. As seen in some 
of the vignettes presented the use of ASR can change the dynamic 
of the conversation including adding pauses and altering the flow 
of an exchange. If the other person involved in the conversation 
does not understand or refuses to accept these “new rules” the 
interaction is bound to fail. On the other hand, like the head of the 
department in P1’s department, if the conversational partner can be 
convinced to listen, it is possible that a successful interaction might 
lead to broader reconsiderations of inclusion and accessibility at 
systemic level. During our conversation with P1 and her SLT, we 
have hypothesized that the interaction between her and director of 
the department was, at least in part, made possible by the perceived 
power differential created by a researcher from a Global North 
institution accompanying one of the students. Although there is 
no possibility for us to be sure if this is the case, the assumption 
is based on on the contextual knowledge of the participant and 
local SLT, who have deep personal experiences of the barriers and 
discrimination faced by people with communication difficulties. On 
the surface, the ability of certain members of our team to leverage 
the power differential to support a participant felt like a positive 
opportunity as P1’s activism and advocacy could substantially im-
prove the accessibility of student experience for herself and others. 
At the same time, it highlights a deep injustice in a system which 
refuses to listen to her in the first place, requiring the presence of a 
a white researcher in the room who had no contextual knowledge 
of how to deliver systemic change in the university, but simply 
acted as an enabler to the meeting in virtue of its perceived social 
status. 

Systemic change is sorely needed for people with communication 
difficulties in Ghana, many of our participants had been victims of 
severe stigmatisation, abuse, and marginalisation for most of their 
life [8, 63]. Some of them were limited in their abilities to use Relate 
because of the social stigma that limited their interactions beyond 
their immediate circles of family and friends. Technology such as 
cannot create resources or good intent where they do not exist, and 
this has to be recognised to make space for broader interventions 
that can create the right conditions for technology to amplify ef-
forts towards communication equity. What HCI researchers and 
developers of technologies such as Relate can do instead is attempt 
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to amplify the efforts of individuals like P1 and P4 who are doing 
the actual work of changing wills, hearts and minds [88]. 

Finally, it is essential to notice how a key enabler or participants 
success was access to support being in the form of family members 
that could help to create custom cards, SLTs and researchers to 
help with set up and troubleshooting, and participants themselves 
who shared strategies to bypass technological limitations. Building 
capacity amongst providers such as SLTs, teachers, community 
leaders and advocates is the only way to promote scalability of 
these technologies, which in turn can contribute to drive social 
acceptance and lead to greater and more equitable benefits amongst 
potential users [47, 83]. 

5.3 A tool not a solution 
What we have found is that Project Relate is useful in certain con-
texts, however it is not yet a universal solution to communication 
difficulties between people when one or more have a speech im-
pairment. This is because there are challenges in language, data 
consumption, functioning speed, contextual understanding, and 
ease of use were to be addressed. From an HCI perspective these 
aspects are important considerations within the design process. 
Through their everyday practices people with non-standard speech 
have developed personalised communication strategies that do not 
involve the use of ASR and, depending on the contextual situation, 
they might still prefer to more conventional methods that do not 
require the use of a technological intermediary [82, 83]. Therefore 
future work needs to recognise how people with non-standard 
speech currently communicate, and then how this can be enhanced 
by technology. It is not necessarily the case that technology needs 
to take the place of the current communication pattern, but could 
instead be a helpful adjunct whenever chosen by the person com-
municating. Furthermore, as a community we should be careful 
to not unintentionally change the speech patterns of people, to 
normalise them through word choice or sentence structure or even 
articulation to fit a normative model which is not their local cul-
ture. Finally, we noted the need for training and that the challenges 
posed above resulted even with considerable training and support. 
Given applications such as Google Relate can be downloaded by 
anyone, they have great potential to widen the availability of as-
sistive technology. However as demonstrated in this research, this 
will only be possible with a high standard of training and support, 
which will most likely involve some level of clinical input, and this 
in turn will require knowledge that the new application exists. 

We invite HCI and accessibility researchers as well as designers 
and developers to consider these aspects and engage in more trans-
parent reflections on the limitations of current ASRs and AACs, 
implications that the use of these technologies has for people’s 
everyday communication. After all, when barriers in social interac-
tions involving speech occur, people with communication difficul-
ties and their conversational partners will find solutions to them, 
sometimes these solutions will involve the use of technology as a 
tool, but other times they will not. 

6 CONCLUSION 
In conclusion, our research into the use of free mobile-based Auto-
matic Speech Recognition (ASR) , Project Relate applications ,for 

individuals with non-standard speech in Ghana has illuminated 
a multifaceted landscape of challenges and opportunities. To pro-
mote communication equity effectively, it is imperative to address 
differential access, recognizing the need for equitable access to 
technology and accounting for linguistic diversity. Additionally, 
the richness of local languages must be acknowledged, and ASR 
models should be adapted to understand and respect these linguis-
tic nuances. Future studies should seek to unpack the impact of 
linguistic, cultural, and other social and environmental factors on 
ASR technologies across a variety of geographies in both the Global 
South and Global North to build a more nuanced perspective and 
highlight opportunities for reciprocal learning, rather than relying 
on colonial expectations of technology transfer. Finally, our study 
emphasises the significance of societal change beyond technology 
adoption. ASR tools such as Project Relate should not be seen as 
stand-alone solutions but as instruments that can reshape commu-
nication dynamics. Raising awareness and providing training at a 
systemic level is crucial for successful integration into various so-
cial contexts, acknowledging the transformative potential of these 
technologies. 
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